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Context: Contemporary lenses are highly sophisticated systems consisting of up to two dozens
of optical elements. This complexity is essential to compensate for the geometric and chromatic
aberrations of a single lens that are responsible for blurry images. Some works [4] have proposed
to remove these artifacts using computational imaging, that is coupling the lens with a numerical
algorithm. This allows the correction of images captured with simple optics that are lighter and
significantly less expensive. However, these algorithms are computationally intensive and they require
a precise estimation of the blur (calibration), which probably explains why these ideas have not taken
off.

On the other hand, we have build over the years an expertise in the design of :
• fast and accurate deblurring algorithms [3] speeding up computation times by a factor 1000
• precise estimation procedures of the blur operator [2]

While being fast, these approaches do not compete with state-of-the-art restoration methods based on
deep learning [1].

Topic: In this context, the internship aims to combine our expertise to deep learning techniques in
order to derive fast and high-quality reconstruction algorithms. Another goal of this internship is to
showcase their efficiency by implementing them on low-consumption embedded systems. We have at
our disposal a customized simple lens that has been calibrated and a Nvidia Jetson Xavier containing a
high-performance GPU with a 30W consumption (instead of 300W for standard deep-learning oriented
GPU).

Figure 1: Left: the Nvidia Jetson Xavier. Center: the custom lens. Right: the field of point spread
functions describing the blur induced by the lens at different locations.
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